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Abstract: This article solves the 

problem of constructing and evaluating a 

neural network model to determine the 

creditworthiness of individuals. It is 

noted that the most important part of the 

modern retail market is consumer 

lending. Therefore, an adequate and 

high-quality assessment of the 

creditworthiness of an individual is a key 

aspect of providing credit to a potential 

borrower. The theoretical and practical 

aspects of assessing the creditworthiness 

of individuals are considered. To solve 

this problem, the need for the use of 

intelligent modeling technologies based 

on neural networks is being updated. The 

construction of a neural network model 

required the receipt of initial data on 
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borrowers. Using correlation analysis, 

14 input parameters were selected that 

most significantly affect the output. The 

training and test data samples were 

generated to build and evaluate the 

adequacy of the neural network model. 

Training and testing of the neural 

network model was carried out on the 

basis of the analytical platform 

“Deductor”. Analysis of contingency 

tables to assess the accuracy of the neural 

network model in the training and test 

samples showed positive results. The 

error of the first kind on the data from the 

training sample was 0.45%, and the error 

of the second kind was 1.39%. 

Accordingly, the error of the first kind 

was not observed on the data from the 
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test sample, and the error of the second 

kind was 2.68%. The results obtained 

indicate a high generalizing ability and 

adequacy of the constructed neural 

network, as well as the possibility of its 

effective practical use as part of 

intelligent decision support systems for 

granting loans to potential borrowers. 

 

Keywords: neural network, neural 

network model, borrower credit rating, 

modeling, data mining. 

 

1. Introduction 

Lending to individuals is a 

dynamically developing market from the 

segment of the Russian economy over 

the past decades. The most important 

part of the modern retail market is 

consumer lending [1-3]. The banking 

sector of Russia has not always 

developed evenly. A characteristic 

activity was servicing large corporate 

clients, primarily in the oil and 

metallurgical sectors, as well as 

conducting operations in the financial 

and stock markets. 

Currently, the country's 

economic condition is stimulating an 

increase in the number of loan products 

issued to individuals - consumer loans 

[4]. One of the most common banking 

operations is the issuance of consumer 

credit. It should be emphasized that the 

scope of consumer credit is much wider 

than just the purchase of durable goods, 

such as cars, household appliances, etc. 

The process of providing a loan 

to an individual consists of several stages 

and procedures, each of which has its 

own characteristics. Adequate and high-

quality assessment of the 

creditworthiness of an individual is a key 

aspect of providing credit to a potential 

borrower. A thorough analysis of the 

client from the standpoint of its solvency 

allows banks to reduce the risks of non-

payment. 

In this paper, theoretical and 

practical aspects of assessing the 

creditworthiness of individuals are 

considered. The task of assessing the 

creditworthiness of individuals using 

intelligent modeling technologies [5, 6] 

is the key to success in making the right 

economic decisions. 

An assessment of the 

creditworthiness of individuals is 

understood as an analytical procedure on 

the basis of which an analysis of the 

borrower's questionnaire is carried out to 
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decide whether to grant or not to issue a 

loan [7, 8]. In modern conditions, it is an 

integral part of the successful 

development of a bank’s business, since 

the quality of an assessment of a client’s 

creditworthiness determines the 

effectiveness of activities that affect 

loss-making or profit. In this context, the 

relevance of the task of assessing the 

creditworthiness of individuals led to the 

development of various areas of 

assessment methods, and also created the 

necessary basis for their easier and faster 

implementation. The main goal of 

assessing the creditworthiness of 

individuals is expressed in creating a full 

and informed image and understanding 

of the client using the indicators 

characterizing him. 

 

2. Methods 

To solve the problem of 

assessing the creditworthiness of 

individuals, various methods and 

approaches are used, among which there 

are [9, 10]: 

- classical economic methods; 

- data mining methods. 

Classical methods for assessing 

financial condition include scoring [11, 

12] and expert systems [13]. Data mining 

methods include statistical methods [14] 

and machine learning methods [15, 16]. 

Among the approaches of 

artificial intelligence, machine learning 

methods [17], in particular, neural 

networks [18], are of great importance 

for assessing the creditworthiness of 

individuals. The construction of neural 

network models for the task of assessing 

the creditworthiness of individuals can 

be a productive tool for data mining. This 

is due to the fact that when constructing 

such models, one can take into account 

the degree of importance and strength of 

influence of each potential factor. This 

solution is achieved by distributing 

weights in the model. 

The construction of a neural 

network model for assessing the 

creditworthiness of individuals required 

the receipt of initial data on borrowers. 

The values of the following set of 

parameters were used as initial data: 

- age; 

- marital status; 

- amount of children; 

- the number of years of 

residence in the region; 

- education; 

- social status; 
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- income (confirmed); 

- the social status of the spouse 

(s); 

- work experience, years; 

- credit amount; 

- purpose of the loan; 

- interest rate, %; 

- loan term, months; 

- availability of real estate; 

- market value of real estate; 

- the presence of a personal car; 

- market value of the car; 

- the availability of loans in 

other banks; 

- monthly payment. 

In addition to the input data for 

the construction of a neural network 

model, output data are also necessary 

that determine the value of the node of 

the output network layer — approval of 

the application. 

To assess the correlation 

dependence of the input parameters and 

the output value, we used the 

“Processing Wizard” tool - “Correlation 

Analysis”, which is part of the Deductor 

analytical platform [19]. Correlation 

analysis was performed using the 

Pearson correlation coefficient [20]. 

Table 1 presents the results of the 

analysis.

 

Table 1 - The results of correlation analysis 

 

Input fields Correlation coefficient 

with output field 

Age -0,132 

Family status 0,02 

Amount of children 0,04 

Number of years of residence in the region -0,111 

Education -0,014 

Social status 0,3 

Revenue (Verified) 0,629 

Spouse's Social Status 0,039 

Work experience, years -0,132 
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Credit amount -0,323 

Purpose of the loan -0,261 

Loan term, months -0,232 

Property Availability -0,1 

Market value of real estate -0,039 

The presence of a personal car -0,022 

Car market value -0,019 

Availability of loans in other banks -0,13 

Monthly payment -0,329 

 

Correlation analysis showed 

that a number of parameters (such as 

“Marital status”, “Education”, “Presence 

of a personal car” and “Market value of 

a car”) were insignificant, since they 

only slightly affect the output. Therefore, 

these parameters were excluded from the 

analysis when constructing a neural 

network model. 

The final step in preparing data 

for analysis and building a neural 

network model is the formation of a 

training and test sample. Out of 1074 

records of source data, about 80% of 

records for training a neural network 

were randomly selected. The remaining 

20% were test data samples. It should be 

noted that training and testing of the 

neural network model was carried out on 

the basis of the Deductor analytical 

platform. 

 

3. Results And Discussion 

When training a neural 

network, results were obtained that can 

be represented in the form of the 

following contingency table (see table. 

2).

 

Table 2 - The results of training the neural network 

 

 Categories 

Fact False True Total 

False 446 2 448 
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True 5 355 360 

Total 451 357 808 

 

The table shows only those 

values that were obtained in accordance 

with previously defined criteria, i.e. 

whether the application was approved or 

not. As can be seen from the table, the 

neural network classified out of 448 

rejected applications 2 approved, and out 

of 360 approved applications 5 

applications rejection model. 

Consequently, a mistake of the first kind 

(refusal to extradite heirs to a trustworthy 

borrower) is 1.39% (5 out of 360 cases). 

The process of training a neural 

network model in a training sample is an 

assessment of the creditworthiness of 

individuals. If you do not assess the 

adequacy of models based on real data, 

then such a design will not make sense. 

To assess the adequacy of the 

constructed neural network model, test 

data can be used. Table 3 presents the 

results of testing the neural network.

 

Table 3 - The results of testing the neural network 

 Categories 

Fact False True Total 

False 154 0 154 

True 3 109 112 

Total 157 109 266 

 

As can be seen from the table, 

when testing a neural network, only 3 

errors of the second kind were received, 

when the loan was not approved by a 

potentially trustworthy borrower. It 

should be noted that errors of the first 

kind are not observed, i.e. loans are not 

issued to unreliable customers. At the 

same time, 2.68% of errors of the second 

kind are observed (3 out of 112 cases). In 

general, this indicates a high 

generalizing ability of the constructed 

neural network and the possibility of its 
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effective practical use in intelligent 

systems of consumer lending. 

4. Summary 

The constructed neural network 

model is a perceptron type neural 

network with one hidden layer [21], 

including 18 neurons. Network training 

was performed using the back 

propagation method of error [22]. In the 

training set, the neural network 

erroneously classified 7 applications: 2 

applications were approved out of 448 

rejected, 5 applications were rejected out 

of 360 approved. If you look from a 

business point of view, it is better to 

reject approved applications, having lost 

interest on loans issued, than to approve 

consumer loans to unreliable customers 

and lose credit loans. Therefore, the 

results of neural network modeling can 

be considered satisfactory. 

 

5. Conclusions 

Thus, the work solved the 

problem of constructing an effective 

neural network model for assessing the 

creditworthiness of individuals. The 

results of evaluating the accuracy of the 

model showed its effectiveness and the 

possibility of practical use as part of 

intelligent decision support systems for 

granting loans to potential borrowers. 
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