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Abstract: Trees in urban centers can bring many benefits to population health. Each city must be 

responsible for the planning and management of urban forestation, but it is difficult to 
check if all places are properly wooded. With technological advances, there is the 
possibility of developing tools to help these tasks in a computational way. In this paper, 
we present a low-cost tree identification method that uses a Mask R-CNN deep neural 
network. The experiments performed presented a correct rate of 91.39% in the 
identification of the trees from aerial photographs obtained by drone. 
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INTRODUCTION 

Forestation is extremely important in urban centers and 
is responsible for numerous benefits that help in the 
quality of life in cities and in the physical and mental 
health of the population (Cechetto, et al., 2014). Among 
the benefits offered by trees are shadow for pedestrians 
and vehicles, reduction of noise pollution, improvement 
in air quality, and reduction of thermal amplitude, 
beyond its landscape function, which contributes to the 
esthetics of cities (Silva-Filho et al., 2002). 

Lima (2016) says that the ideal places for a large 
concentration of trees in the cities are forests, reserves, 
and parks. However, they are not only concentrated in 
these places, being common the presence of trees 
distributed along the streets so that they are close to 
people’s homes. 

Due to these important factors in urban centers, the 
minimum amount advisable by the World Health 
Organization (WHO) is 12m² of green area per habitant, 
and the ideal is 36m², about three trees per resident 
(Menezes, 2016). In the municipal law of Presidente 
Prudente city of No. 7551/2011, it is required the 
planting of trees on the sidewalks of all residential and 
commercial properties, as well as future allotments to be 
implemented (Law No. 7551/2011, 2019). In addition, 
the municipal law No. 9297/2017 of the same city 
proposes the guarantee of a discount on the Urban 
Property Tax (UPT) for owners who maintain their 
sidewalks afforested, encouraging the planting and 
maintenance of trees (Law No. 9297/2017, 2019). 

Each municipality is responsible for planning and 
managing its urban forestation, but there is great 
difficulty for public administrators to verify that all sites 
are properly forested. The traditional methods adopted 
by public administrators employ inspectors to visit all 
regions of the city and make a mapping of the trees, 
causing a lot of work time.  

Automatic methods of tree detection from images 
and sensor data are increasingly being recommended to 
improve decision-making for tree management and 
planting, mainly due to the technological resources 
available for acquiring aerial and satellite (orbital) 
images (Lima, 2016). 

There are several works in the literature for tree 
identification, but they use specific resources such as 
Light Detection and Ranging (LiDAR) that are not 
accessible to everyone (Zhang et al., 2008) (Kolb et al., 
2015) (Mak & Hu, 2015) and Near Infrared (NIR) (Zhu 
et al., 2016) (Mozgeris et al., 2016). Komura & 
Muramoto (2007) used high-quality orbital images for 
data analysis, which are not available freely. 

This work contributes to a low-cost methodology for 
tree identification using only digital photographic 
images. The acquisition of high-quality orbital images 
and sensor data is very expensive financially compared 
to, for example, obtaining aerial images using drones. 

For this, we use computer vision techniques and 
artificial intelligence to identify trees in aerial images. 
To perform identification, we use a Mask R-CNN, 
which is a deep neural network designed to solve 
instance segmentation problems (explained in Section 2) 
in machine learning (He et al., 2017). 

The other sections of this paper are organized as 
follows: Section 2 describes image segmentation; 
Section 3 describes Mask R-CNN with its fundamental 
components; Section 4 presents the Proposed Method, 
including the training dataset, Mask R-CNN training, 
and evaluation of results; Finally, Section 5 presents 
some conclusions and suggestions for future work. 
 
SEGMENTATION 

One of the most difficult problems in computer vision 
has been image segmentation, which means dividing the 
image into groups of pixels based on some criteria, such 
as edges, colors, and textures, among others. This is 
different from image classification or object recognition 
because it is not necessary to know which are the visual 
concepts or objects previously (Nayak, 2018). 

There is a difference between image classification, 
object detection, semantic segmentation, and instance 
segmentation. In Fig. 1, an image is shown for 
clarification regarding the differences between 
classification, detection, and the types of segmentation 
(semantic and instance). 

Image classification aims to provide a set of labels to 
characterize the content of an input image. Object 
detection is based on image classification, making it 
possible to locate each object in an image. In 
segmentation, there are two types: semantic 
segmentation and instance segmentation (Rosebrock, 
2018).  

 
 

 
Fig. 1 (a) Image classification. (b) Object detection. (c) Semantic 
segmentation. (d) Instance segmentation. Adapted from (Garcia-
Garcia et al., 2017). 
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Semantic segmentation algorithms associate each 
pixel of the input image with class labels, including a 
class label for the background. Although they are able to 
label all objects in an image, they cannot differentiate 
between two or more objects of the same class, as can 
be seen in Fig. 1(c). In this item, the three cubes present 
in the image have the same color, that is, it is not 
possible to distinguish one cube from another when they 
are overlapping. Instance segmentation algorithms 
compute a pixel mask for each object in the image, even 
if the objects are from the same class label. In the 
example in Fig. 1(d), we can see that each cube has a 
different color, that is, this segmentation makes it 
possible to differentiate each cube individually in the 
image (Rosebrock, 2018). 
 
MASK R-CNN 

Mask R-CNN is based on previous work of object 
detection using R-CNN (Girshick et al., 2014), Fast R-
CNN (Girshick, 2015), and Faster R-CNN (Ren et al., 
2015). Mask R-CNN architecture is an improvement 
over Faster R-CNN, which has two outputs for each 
candidate object, a class label, and an offset of a 
bounding box. Thus, in Mask R-CNN, a third branch is 
added that produces the object mask. In addition, a 
ROIPooling module is replaced by a ROIAlign module 
(He et al., 2017). Fig. 2(a) contains an architectural 

representation of a Faster R-CNN, and Fig. 2(b) is an 
architectural representation of a Mask R-CNN. 

Following are the six fundamental components of a 
Mask R-CNN network, being: 1) Convolutional Neural 
Network (CNN), 2) Residual Neural Network (ResNet), 
3) Feature Pyramid Network (FPN), 4) Region Proposal 
Network (RPN), 5) Region of Interest Alignment 
(ROIAlign) and 6) the output of Mask R-CNN. 
 
Convolutional Neural Network 

A Convolutional Neural Network (CNN) is currently 
one of the main categories for image recognition and 
classification. CNNs are multilayer networks designed 
to recognize pixel-formed patterns without the need for 
complex pre-processing. CNNs are able to recognize 
extremely difficult patterns and are adaptable to 
distortions and geometric transformations (Prabhu, 
2018) (Guo et al., 2017) (Yang & Li, 2017). 

CNNs can have dozens or hundreds of layers in 
which each one learns to detect different characteristics 
of an image. These layers perform operations that 
change the data with the intention of learning specific 
features of the image. An example of CNN architecture 
is illustrated in Fig. 3, where the three most common 
layers are presented: convolution, ReLU, and pooling. 
After learning in several layers, CNN architecture 
changes to the classification layers, which are the fully 
connected neural network layers. 

 
(a) 

 
(b) 

 

 
Fig. 2 Network architectures: (a) Faster R-CNN; (b) Mask R-CNN. Adapted from Hui (2018b). 
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Fig. 3 Illustration of an example of CNN architecture, adapted from Prabhu (2018). 

 

Convolutional layers are responsible for extracting 
features from an input image. Convolutions consist of a 
small set of filters but extend to the entire depth of the 
input image. During the network training process, these 
filters are adjusted so that they are activated in the 
presence of relevant characteristics identified in the 
input volume, such as edge and color orientation. Each 
of these filters gives rise to a locally connected structure 
that runs across the entire length of the input image. The 
scalar product between filter values and each input 
volume position is an operation known as convolution 
(Albawi et al., 2017). 

The resulting values after the convolution operation 
go through an activation function, and the most 
commonly used is the ReLU function (Rectified Linear 
Units). This operation allows for faster and more 
effective training by mapping negative values to zero 
while maintaining only positive values (Ide & Kurita, 
2017). Pooling layers are responsible for reducing the 
resulting spatial dimension after convolutional layers, 
aiming to reduce the computational cost of the network 
and also to maintain important information from the 
input image. For this, values belonging to a particular 
region of the feature map, generated by convolutional 
layers, are replaced by some metrics from that region, 
such as maximum value (max-polling), minimum value 
(min-polling) or average value (avg-polling) (Araújo et 
al., 2017).  

The output of the convolutional and pooling layers 
represents the features extracted from the input image. 
The purpose of the fully connected layers is to use these 
features to classify the image into a predetermined class. 
The fully connected layers are the same as a multi-layer 
artificial neural network (Multi-Layer Perceptron – 
MLP) that uses the softmax activation function on the 
last layer (Karn, 2016). Softmax is a function that 
receives a vector of values as input and produces the 

probabilistic distribution of the input image belonging 
to each of the classes in which the network was trained 
(Wang et al., 2018). 
 
Residual Neural Network 

A residual neural network (ResNet) (He et al., 2016) is 
a network that differs from conventional CNNs by 
incorporating a technique to prevent data degradation at 
the deeper layers of the network. 

A ResNet has residual blocks, each composed of 
convolution layers and ReLU activation function, as 
shown in Fig. 4. The number of these residual blocks 
defines the depth of the ResNet network. These residual 
blocks differ from the other convolutional layers 
because there is the idea of using shortcuts that jump the 
groups of convolutional layers (represented in Fig. 4 by 
the arrow). This prevents a deeper network from simply 
stacking layers that do nothing. ResNet architecture is a 
structure of four types of residual blocks that can be 
used to build networks of different depths. 

Table 1 presents specific ResNet models described 
by He et al. (2016). The ResNet of 18 and 34 layers 
uses two deep layers, while the ResNet of 50, 101, and 
152 layers uses three deep layers. 
 

 
Fig. 4 Example of a ResNet architecture residual block containing 
two convolution layers (weight layer) and one activation layer 
(ReLU) (He et al., 2016). 
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Table 1. ResNet architecture models (He et al., 2016). 

 
 

Feature Pyramid Network 

Detecting objects at different scales is a fundamental 
challenge in computer vision. A widely used strategy to 
perform this task is to generate different scales of the 
same image to detect objects, but the processing is very 
time-consuming, and the memory demand is very high. 
Alternatively, feature maps are produced from the 
image using the convolutional and pooling layers. 
However, these feature maps closest to the image layer 
are composed of low-level structures that are not 
effective for accurate object detection (Hui, 2018a). 

Feature Pyramid Network (FPN) (Lin et al., 2017) is 
an architecture to extract features from an image, 
aiming at accuracy and speed. This method generates 
feature maps at various scales with better-quality 
information to detect objects. For this, the FPN is 
composed of bottom-up and top-down paths, as shown 
in Fig 5. The bottom-up path is a convolutional network 
for extracting features from images. As the 
convolutional layer and pooling are applied, the spatial 
resolution decreases, but with the high-level structure 
detected, the semantic value of each layer will increase, 
resulting in a semantically rich layer (Lin et al., 2017). 

FPN provides the top-down path for building 
different scale layers from a semantically rich layer (the 
top layer of the pyramid). While reconstructed layers 
are semantically rich, object locations are not accurate, 
so there are lateral connections between reconstructed 
layers and corresponding feature maps to help the 
detector predict the best locations to find an object (Lin 
et al., 2017). 

 
                            (a)                                (b) 

Fig. 5 Feature Pyramid Network Architecture (FPN). (a) Bottom-up 
path. (b) Top-down path (Lin et al., 2017). 

Region Proposal Network 

Region Proposal Network (RPN) (Ren et al., 2015) is an 
algorithm to generate a number of bounding boxes 
called the Region of Interest (ROI), which has a high 
probability of containing some object. 

To generate ROIs, a small sliding window is used 
spatially on the feature map. At each sliding window 
location, a mechanism called an anchor is created, as 
shown in Fig. 6. Anchors are the central points of 
sliding windows, which are references to help detect 
objects of different proportions and scales. When the 
sliding window goes through the entire feature map, 
many ROIs are generated in a single image. In order not 
to maintain all ROIs, RPN ranks them with the highest 
probability of getting an object. Moreover, there is the 
possibility of more than one ROI for the same object. In 
this case, the ROI that most represents the object is 
maintained. 

 
ROIAlign 

Applying RPN produces different-size ROIs, but it is 
not simple to create an efficient structure for working 
with feature maps with these varying sizes. Therefore, it 
is necessary to reduce the ROIs to the same defined size 
(Machine-Vision Research Group, 2018). 
 

 
Fig. 6 Anchor representation in the Region Proposal Network sliding 
window (RPN) (Ren et al., 2015). 
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In Fig. 7(a), a feature map with dimension 5x5 
(continuous lines) and an ROI (dashed lines) are 
illustrated. The limits of this ROI do not match the 
granularity of the feature map, so the ROI limits are 
rounded to match this granularity, as illustrated in Fig. 
7(b). Depending on the output size of the ROIs, an mxm 
matrix is obtained. In Fig. 7(c), m = 2 was used, 
creating a 2x2 matrix. This operation causes the limits 
of the matrix cells not to match the granularity of the 
feature map. Thus, the matrix cells are divided into the 
granularity limits of the feature map, as shown in Fig. 
7(d). Finally, the max-pooling method is applied to the 
matrix, and ROIs of the same size are generated, as 
illustrated in Fig. 7(e). 

This ROIPooling method is used in Faster R-CNN, 
which works for object detection cases, but fails in 
segmentation cases because there are steps that require 
the offset in the ROIs pixels, as shown in Fig. 7(a) and 
Fig. 7(c). For these reasons, ROIPooling has been 
replaced by the ROIAling method. 

In Fig. 8, the same 5x5 feature map and the ROI of 
Fig. 7(a) are illustrated, but in the ROIAlign technique, 
no offset operation is performed; instead, the 
coordinates at the ends of the ROI are labeled, and the 
mxm matrix is obtained as output, where m = 2. 
 

 
Fig. 7 (a) 5x5 feature map and an ROI. (b) ROI offset to match the 
feature map granularity. (c) 2x2 matrix under ROI. (d) Matrix cells 
corresponding to feature map granularity. (e) Result of applying the 
max-pooling method (Machine-Vision Research Group, 2018). 

 

 
Fig. 8 5×5 feature map and an ROI (Machine-Vision Research 
Group, 2018). 

In each cell of this matrix (Fig. 8), sampling points 
are created, these points can be calculated by Eq. (1) 
and Eq. (2). 
 

𝑥 = 𝑥௟௢௪ + (𝑖 + 0.5) ∗
௫೓೔೒೓ ି ௫೗೚ೢ

௡
             (1)  

 
𝑦 = 𝑦௟௢௪ + (𝑖 + 0.5) ∗

௬೓೔೒೓ ି ௬೗೚ೢ

௡
             (2) 

ROIAlign calculates the value of each sampling 
point by bilinear interpolation in relation to the grid 
points closest to the feature map, as shown in Fig. 9. 
Thus, different values are obtained for each sampling 
point, and the avg-pooling method is applied to acquire 
a final output of equal dimensions for all ROIs.   

 
Mask R-CNN output 

In Mask R-CNN output, the ROIs obtained after 
applying the ROIAlign technique are used to obtain the 
prediction of the classes, bounding boxes, and masks. 

For the class prediction and bounding boxes, the 
ROIs are remodeled for the fully connected layer’s 
input. For this, a vector of the same size is generated for 
each ROI, containing two branches, each with a fully 
connected layer, to predict the object class and another 
for regression values of bounding boxes (He et al., 
2017).  

In order to extract features from the masks, a fully 
convolutional network (FCN) is used, which is built 
only by convolution layers, ReLU, and pooling, which 
are applied in ROIs to generate low-resolution masks, 
and thus examine the existence of the object at this level 
of granularity. Finally, an upsampling operation is used 
to resize the ROI to the original dimension (He et al., 
2017) (Shelhalmer et al., 2017). 
 
 
PROPOSED METHOD 

This section describes how the proposed method works, 
being divided into five steps: training dataset, pre-
processing, used model, training and results evaluation. 
 

 
Fig. 9 Bilinear interpolation at the sampling point (Machine-Vision 
Research Group, 2018). 
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Training Dataset 

The training dataset used in this work consists of aerial 
images of urban areas, which were acquired from the 
senseFly website (senseFly Parrot Group, 2019). Drones 
with high-quality cameras have captured these images 
in various locations in Switzerland. In this work, 200 
images from various regions containing a large number 
of trees were used to favor the training of Mask R-CNN. 

Beyond the images obtained from the senseFly 
website, a weight file already trained with the MS 
COCO (2018) dataset was used so that it was not 
necessary to train a model from the beginning. This file 
was used because training a deep learning model 
requires a very large dataset. Although this dataset does 
not contain the tree class, it does contain many other 
classes, so trained weights represent characteristics 
commonly found in many images. 
 
Pre-processing 

The images obtained on the senseFly website have 
varying resolutions with a maximum of 6000x4000 
pixels. In order to build the training image dataset, the 
original images were cropped to a lower resolution 
(1024x1024 pixels).  
For each original image (200 images), an average of 
three new images were obtained, producing 600 images 
for training. The reason for using smaller images than 
the original ones in training was to reduce the 
computational cost. 

In order to use a Mask R-CNN, it was necessary to 
annotate the objects (trees) in the images. This work 
was done manually using the VIA software (VGG 
Image Annotator, 2019). With this, masks were created 
using polygon points around each tree (object of 
interest) in the images, and a file was generated in 
JSON format.  
 
Used Model 

There are several convolutional neural network models 
that have as their main objective the classification, 
detection, and segmentation of objects. The big 
difference between the models is related to the number 
of convolutional layers present, the number of hidden 
neurons used in the fully connected layers, and the size 
of the filters used in the convolutional layers. These 
parameters directly affect the accuracy and 
computational cost of the model. 

In the implementation of this work was used a 101 
layer ResNet-based Mask R-CNN and Feature Pyramid 
Network (FPN). This model generates bounding boxes, 

classes, and segmentation masks for each instance of an 
object in the output. 
 
Training 

TensorFlow (2018) Python library was used for the 
training. This library is intended to facilitate the 
development of applications that use high-performance 
numerical computing. The training process was 
performed on a computer with a 3.6 GHz AMD Ryzen 5 
1600X processor with 8GB of RAM. 

The image dataset was divided for training and 
testing, 90% of the images were used in training, and 
10% of the images were used in the test. 

Furthermore, some parameters necessary for the 
training were defined. These parameters are fixed and 
do not change during the training, they are fundamental 
for neural network efficiency. The parameters used in 
training were the learning rate: 0.001; the number of 
training stages per epoch: 1000; the number of 
validation stages per epoch: 50; and the number of 
epochs: 18. 

The training time was approximately two days based 
on 18 defined epochs and computer CPU utilization, 
which takes longer compared to using a GPU.   

It is possible to observe the progress of training by 
viewing the graphs generated by the Tensorboard, 
which is a TensorFlow tool to simplify the visualization 
of the data generated during training. Fig. 10 contains a 
representation of the error generated by the network 
during the 18 training epochs. 
 

 
Fig. 10 Tensorboard generated graph representing error during 
training. 
 
Results Evaluation  

In order to perform the final evaluation of the network, 
56 images were used for validation, and these images 
were not included in the training dataset. Some 
examples of the results obtained can be seen in Fig. 11. 
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Fig. 11 Image samples with result applying the Mask R-CNN modeled in this work. 

 
The proposed method achieved very satisfactory 

results in the process of identifying the trees, as it was 
able to identify 223 of the 244 trees in the 56 images 
used, thus obtaining a hit rate of 91.39%, with an error 
of only 8.61%. However, Mask R-CNN identified 52 
objects as trees, as shown in Fig. 12. Although an 
identification error occurred in the image of Fig. 12, this 
error is quite justifiable because the tree shadow has the 
exact shape of a tree, while the other various objects 
present in the image are properly distinguished from a 
tree.  

 
 

 
Fig. 12 Example of a tree identification error. Mask R-CNN 
identifies the shadow of a tree as a tree (blue contour).  

 
The factors that make tree identification difficult are 

related to the amount of information in the image, such 
as shadows from tall buildings and shrubs, depending 
on the angle of the sun, and the variety of tree species. 
 
CONCLUSIONS 

The results of this work show that the methodology 
developed presents a good performance, with a hit rate 
of 91.39% in the identification of trees. However, due to 
a large amount of information present in the images, 
some identification errors occurred. 

In order to improve the results obtained and thus be 
able to apply the methodology developed in images 
from other regions of the world, it is suggested, in future 
works, to add new images to the training dataset to 
represent scenarios that the data set used did not 
address. In addition to improving the training dataset, it 
is possible to refine the training parameters, seeking to 
find the best parameter values that, when applied, can 
increase the hit rate in tree identification.  
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